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Kubeflow Landscape
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Central Dashboard Katib KServe

<« Experiment details

PRE-PROCESS PREDICT POST-PROCESS EXPLAIN MONITOR

{;.‘ Kubeflow P kubeflow-user (Owner) ~
o

validation accuracy train accuracy num layers doPUmizer
adam

1.0 1.0
5

Home Dashboard Activity

>

Notebooks

Quick shortcuts Recent Notebooks Documentation

PYTYRCH @@at. XGBoost

M Tensorboards

Upload a pipeline = kale.log Getting Started with Kubeflow

<> Models /'

7/.)'/.)' PaddlePaddle

= Volumes * View all pipeline runs .§| lost+found MiniKE

@  Experiments (AutoML)
4 Create a new Notebook server Microk8s for Kubeflow

« Experiments (KFP) | Recent Pipelines

4 ViewKatib Experiments Vinkube for Kubefion | K. Knative + Istio
(Serverless Layer-Optional)

o open-vaccine-model | Best trial
.% Kubernetes

Best trial's params Ir: 2.23969e-2 num-layers: 4 optimizer: sgd
[DemO] TFX = TaXI tlp predlction mOde| trainer Requ"ements for KUbeﬂow o Created 23 days ago ExperimentCreated Experiment is created CO I I l p ute Cl u Ste r
Privacy « Usage Reporting ,

. ) Running 23 days ago ExperimentRunning Experiment is running
build version dev_local ] ]

i Pipelines

Best trial performance Validation-accuracy: 0.9779 Train-accuracy: 0.99392

Runs Kubeflow on GCP
[Tutorial] DSL - Control structures

User defined goal Validation-accuracy > 0.99

Running trials

©® Recurring Runs Failed tials

Kubeflow on AWS Succeeded trials
S e [Tutorial] Data passing in python components Experiment Conditions
o* rtifacts : ‘

0 Succeeded 23 days ago ExperimentMaxTrialsReached Experiment has succeeded because max trial count has reached
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Priorities—Kubeflow 1.4 Docs Sprint

What are the biggest gaps in Kubeflow?

182 responses

Automation
Documentation
Installation
Portability
Reproducibility
Security
Support
Tutorials

Other

0

Kubeflow 1.4
Docs Sprint
addresses

this user
request

46 (25.3%)

101 (55.5%)

70 (38.5%)
34 (18.7%)
20 (11%)
34 (18.7%)
61 (33.5%)
W77 (42.3%)

22 (12.1%)

25 50 75 100 125

Kubeflowft X #HE: v1.4&5%0

v1.4 Highlights

KFP: Advanced metadata tracking with metric visualizations and step caching

KFServing (KServe): New model user interface with model status,
configuration, logs and metrics

Katib: New Optuna Suggestion Service with multivariate TPE algorithm

Training Operator: New unified training operator that supports multiple
frameworks with Python SDK

Goals

Simplified installation

Core improvements to code, process, and
documentation

Dependencies, change logs, tracking issues and

roadmaps



CPU Adaptation
Computing sparse tasks

PaddlePaddle Operator

Paddle-operator v0.3.

% ¥1PaddlePaddless =X ol 95

Pserver(CPU-PS) Pserver(CPU-PS) DataServer(CPU #/1,23) Hadoop&#$(CPU)
< <>
=2 - =
- ™ g

Pserver(hbom-PS) Pserver(hbom-PS)

‘ , >
N/ = =
Worker Worker Worker Heter-Worker
(CPU) (CPU) (CPU) (GPU & XPU)

ZoxloNe
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J

embedding lookup

GPU Adaptation
Computing intensive tasks

120
25| 2%

batch.paddlepaddle.org/v1
PaddledJob

metadata:

name: wide-ande-deep

Never
1
worker:
replicas: 2

paddle
registry.baidubce.com/paddle-operator/demo-wide-and-deep:v1

containers:
- name: paddle
registry.baidubce.com/paddle-operator/demo-wide-and-deep:v1

Paddle-operator v0.4 Roadmap
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https://github.com/kubeflow/community/ WeChat: terrytangyuan Twitter: @TerryTangYuan

Working Groups (Training, AutoML, Pipelines, Serving, etc.) GitHub: @terrytangyuan LinkedIn: @terrytangyuan



